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Abstract—Selecting a small number of informative genes for microarray-based tumor classification is central to cancer prediction and
treatment. Based on model population analysis, here we present a new approach, called Margin Influence Analysis (MIA), designed to

work with support vector machines (SVM) for selecting informative genes. The rationale for performing margin influence analysis lies in
the fact that the margin of support vector machines is an important factor which underlies the generalization performance of SVM

models. Briefly, MIA could reveal genes which have statistically significant influence on the margin by using Mann-Whitney U test. The
reason for using the Mann-Whitney U test rather than two-sample t test is that Mann-Whitney U test is a nonparametric test method

without any distribution-related assumptions and is also a robust method. Using two publicly available cancerous microarray data sets,
it is demonstrated that MIA could typically select a small number of margin-influencing genes and further achieves comparable

classification accuracy compared to those reported in the literature. The distinguished features and outstanding performance may
make MIA a good alternative for gene selection of high dimensional microarray data. (The source code in MATLAB with GNU General

Public License Version 2.0 is freely available at http://code.google.com/p/mia2009/).

Index Terms—Informative gene selection, cancer classification, support vector machines, margin, model population analysis.
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1 INTRODUCTION

THE developed microarray allows scientists to monitor
expression levels of thousands of genes associated with

different diseases in a very quick and efficient manner. In
combination with bioinformatics data analysis methods,
such technologies have been gaining extensive applications
in the field of cancer classification, aiming at first uncovering
the genetic cause that underlies the development of many
kinds of human diseases [1], [2], [3], [4], [5], [6], [7] and then
administering an appropriate therapy to the patients. Up to
date, microarray based cancer classification has acquired a
critical role in cancer treatment related areas and the study of
cancer classification using gene expression profiles has been
reported in an amount of literature [1], [2], [3], [4], [5].

However, the number of genes resulting frommicroarray
experiments is in most cases very large. In contrast, the
number of tissue samples is very small. This setting makes
the prediction of the tissue phenotype a challenging
“large p; small n” problem [6], [7]. Moreover, the disease
relevant genes usually occupy only a small percent, making
it difficult to identify them from the large pool of candidates.

However, from the point of view of clinical practice, it is
important to identify a small number of informative genes
for thorough understanding of the pathogenesis and
accurate prediction of clinical outcomes [8]. For this reason,
many variable selection methods have been proposed or
applied to seek the potential genes which are responsible for
tissue phenotypes. Golub et al. proposed to use class
distinction correlation for screening the potential gene
markers and suggested a general strategy for discovering
and predicting cancer [9]. Ma and Huang [10] developed a
novel approach for biomarker selection by using the ROC
technique with applications to microarray data. In their
method, a sigmoid approximation to the area under ROC
curve is proposed as the objective function for classification.
Their approach proved to yield parsimonious models with
good predictive performance. Ghosh and Chinnaiyan [11]
performed gene selection and cancer classification by using
LASSO [12], which is a widely used method for automatic
variable selection and model building. By employing
normalized mutual information, Liu et al. [13] presented
an entropy-based iterative algorithm for selecting a subset of
genes with maximal relevance and minimal redundancy.

Although variable selection methods have been shown to
be useful in revealing disease relevant genes, they have one
obvious weak point which in our opinion should be
addressed and can be improved. The weak point is that
the influence of sample variation is not taken into account
by the current variable selection methods, indicating that
some “bad” variables may be selected as “good” ones by
chance (false positives). For example, given a training set,
LASSO can output a fixed variable rank. If we remove some
(10 percent) samples (causing sample variation) from the
training set, the variable rank by LASSO maybe change a
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lot. In order to overcome this problem, we in the present
work focus on establishing a variable selection method
which takes into account the sample variation and can
uncover statistically significant variables. Also, this method
is specially designed to work with support vector machines.
Reasons for this are: 1) that there are few papers addressing
variable selection for SVM [14], [15], [16] and 2) that
variable selection should benefit the predictive performance
and the interpretability of a SVM model [17]. Guyon et al.
utilized the recursive feature elimination (RFE) strategy,
which starts from a SVM model built on all the variables
and eliminates the variable in a recursive manner, to rank
nested subsets of variables according to the weight value of
the SVM classifier [17] and greatly improved the perfor-
mance of SVM. Gualdrón et al. recently proposed a method
for variable selection for SVM. The variables are ranked
based on the absolute changes of margin of SVMs after only
one variable is removed [18]. It is illustrated that better
predictive ability is achieved compared to that of using all
variables. Recently, Aksu et al. demonstrated that RFE
objective function is not generally consistent with the
margin maximization principle thus proposing an explicit
margin-based feature elimination (MFE) for variable selec-
tion of SVMs. They showed that MFE could improve both
margin and generalization accuracy [16], [19].

The method reported here, named margin influence
analysis (MIA), is quite different from previous work. it is
developed basedmodel population analysis (MPA), which is
a general framework for designing bioinformatics algo-
rithms recently described [20]. The MIA method is currently
proposed by strictly implementing the idea of MPA and
specially designed for variable selection of support vector
machines. It works by first computing a large number of
SVM classifiers using randomly sampled variables. Each
model is associated with a margin. Then, the nonparametric
Mann-Whitney U test [21] is employed to calculate a p-value
for each variable, aiming at uncovering the variable that can
increase the margin of a SVM model significantly. The
rationale behind MIA is that the performance of SVM
depends heavily on the margin of the classifier. As is known,
the larger the margin is, the better the prediction perfor-
mance will be. For this reason, variables that can increase the
margin of SVM classifiers should be regarded as informative
variables or possible biomarker candidates. On the whole,
the main contributions of MIA are two folds. First, it is
originally from model population analysis which helps
statistically establish variable rank by analyzing the empiri-
cal distributions of margins of related SVM classifiers.
Second, it explicitly utilizes the influence of each variable
on the margin for variable selection. The results for two
publicly available microarray data sets show that MIA
typically selects a small number of margin-influencing
informative genes, leading to comparable classification
accuracy compared to that reported in the literature.

2 THEORY AND METHODS

2.1 Support Vector Machines with Linear Kernel

Support vector machines, based on margin maximization,
is a promising kernel-based method for data mining and
knowledge discovery [15], [22], [23], [24]. It stems from
the framework of statistical learning theory or Vapnik-
Chervonenkis (VC) theory and was originally developed

for pattern recognition problems. In the present study, we
focus on SVM with linear kernel. Such a model is easy to
interpret and can hence help understand the mechanism
that underlies the data. The theory of linear SVM is briefly
introduced in the following.

Fig. 1 shows a situation where the two classes of data
(diamond and circle) are linearly inseparable. In order to
cope with this kind of data, Cortes and Vapnik introduced
the slack variable to construct the operating separating
hyperplane (OSH) by taking into account the inevitable
measured errors in data. Assume that the each sample is
denoted by xi accompanied with a class label yi (1 or !1),
i ¼ 1; 2; . . . ;m. The slack variable associated with each
sample is !i. Then the constraint inequality for computing
SVM models can be expressed in the following form:

ðwtxi þ bÞyi & 1! !i; !i & 0; i ¼ 1; 2; . . . ;m; ð1Þ

where w is the weight vector and b is the intercept of a
linear SVM model. The margin of support vector machines
is defined as the distance between the two dashed
paralleled lines (Fig. 1) and can be computed using the
following formula:

m arg in ¼ 2

jjwjj : ð2Þ

By maximizing the margin, the computation of a SVM
model can be formulated as the following optimization
problem:

min imize:
1

2
jjwjjþC

Xm

i

!i;

subject to: ðwtxi þ bÞyi & 1! !i; !i & 0i;

ð3Þ

where C is a predefined penalizing factor controlling the
trade-off between the training error and the margin. By
using quadratic programming (QP) algorithm, the linear
SVM classifier can be computed and expressed as

fðxÞ ¼ sgnðwtxþ bÞ ¼ sgn
Xm

i¼1

yi"ixi

 !t

xþ b

" #
: ð4Þ
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Fig. 1. Slack variables and the optimized separating hyperplane
(OSH) for the linearly inseparable data. The distance between the
two paralleled dashed line is the so-called margin.



For more details on SVM, readers are referred to several
tutorials [15], [24], [25].

2.2 Margin Influence Analysis for Variable Selection
Based on MPA

As mentioned before, MPA refers to the analysis of a large
number of submodels [20]. It can be conducted in three
successive steps: 1) Obtain N subdata sets by Monte Carlo
sampling (MCS), 2) Establish a submodel for each subdata
set and 3) Statistically analyze some interesting outputs of
all the N submodels. The key point of MPA is how to
conduct statistical analysis of the interesting outputs, e.g.,
margins of SVM, of all the submodels for achieving some
special goal, e.g., outlier detection or variable selection.
Details on MPA could be found in our previous work [20].
In this section, the margin influence analysis is developed
by strictly implementing the idea of MPA.

2.2.1 Monte Carlo Sampling in the Variable Space

Suppose that we are given a data set (X, y) consisting of m
samples in the rows and p variables in the columns. The
class label vector y is of size m' 1, with element equal to 1
or !1 for the binary classification case. The number of MCS
is denoted by N (usually large, e.g., 10,000). With such a
setting, Monte Carlo sampling in the variable space can be
conducted in three steps: 1) predefine the number of
variables, denoted by Q, to be sampled, 2) in each sampling,
randomly pick out without replacement Q variables from
among the p variables thus obtaining a subdata set of size
m'Q. Repeat this procedure N times, and we can get N
subdata sets. All the sampled N subdata sets are denoted as
ðXsub;ysubÞi; i ¼ 1; 2; 3; . . . ; N .

2.2.2 Submodel Building Using SVM

Given a penalizing factor C, one can build a linear kernel-
based SVM classifier for each of the randomly sampled
subdata sets. In the current work, C is chosen by cross
validation [26], [27], [28]. Therefore, N SVM classifiers
together with N margins can be computed. The N margins
are denoted by Mi; i ¼ 1; 2; . . . ; N .

2.2.3 Statistical Analysis of Margin Distribution by
Nonparametric Test

In this section, the procedure for uncovering informative
variables is established based on the N margins of the N
constructed SVM classifiers. Without loss of generality, we
take the ith variable as a case to illustrate the computing
procedure.

First, all the N computed SVM classifiers are assigned to
two groups, named Group A and Group B. Group A
collects all the models which include the ith variable, while
Group B collects all the models which do not include this
variable. Assume that the number of models in Group A
and B are Ni;A and Ni;B, respectively. Then, we have

Ni;A þNi;B ¼ N: ð5Þ

Naturally, we can also get Ni;A and Ni;B margins associated
with SVM classifiers in Group A and Group B, respec-
tively. Further, we can compute two distributions corre-
sponding to the Ni;A and Ni;B margins, respectively. Denote
the mean values of the two distributions by MEANi;A and
MEANi;B, respectively. The difference of the two mean
values can written

DMEANi ¼ MEANi;A !MEANi;B: ð6Þ

From (4), one expects that the inclusion of the ith variable in
a model increases the margin if DMEANi > 0. In the
present study this type of variable is treated as candidates
of informative variables. In contrast, if DMEANi < 0, one
may infer that including this variable into a model will
decrease the margin of the SVMmodels and thus reduce the
predictive performance of the model. By analogy, variables
of this type are called uninformative variables. The two
kinds of variables are illustrated in Fig. 2. Plot A and Plot B
show the introduced two types of variables, respectively.

After deriving the margin’s distribution of each variable,
we proceed to identify the informative variables in three
successive steps: 1) remove all the variables with
DMEANi < 0, 2) use Mann-Whitney U test [21] to check
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Fig. 2. The two types of variables obeying different margin distributions. Plot A: variables with DMEAN > 0. Plot B: variables with DMEAN < 0. The
peak denoted by “1” stands for of models including a given variable, while the peak denoted by “0” is the margin’s distribution of models not including
the given variable.



whether the increment of margin is significant, leading to a
p value for each variable and 3) rank the variables using the
p value. In this sense, the variables with p value smaller
than a predefined threshold, e.g., 0.05, are defined as
informative variables in this work. The informative vari-
ables should be treated as the most possible biomarker
candidate. The margin’s distributions of informative and
uninformative variable are illustrated in Fig. 2. It should be
noted that the proposed MIA method can also be applied to
SVM with nonlinear kernels, e.g., Gaussian kernel because
only the distribution of margins is required.

3 NUMERICAL EXPERIMENTS

3.1 Simulation Study
We use the same simulation settings as originally described
by Ghosh and Chinnaiyan [11]. We consider the following
sample size combinations ðnH; nDÞ ¼ ð15; 15Þ; ð20; 10Þ;
ð50; 50Þ, and (70, 30), where nH and nD denote the number
of samples in healthy group and case group, respectively.
Each sample is generated as a vector of 1,000 variables/
genes in which a fraction # of the genes was differentially
expressed between the two classes. # ¼ 0:05 and # ¼ 0:5
were considered in this study. These settings have also been
studied by Ma and Huang [10]. For each simulated data set,
2/3 of the samples are randomly selected as the training set
and the remaining 1/3 of the samples used as the test set.
For each setting, 200 simulated data sets were randomly
generated. The Prediction errors in terms of mean and
standard deviation are given in Table 1.

It was found that in all simulated settings, the prediction
errors based on the variables selected by MIA are
satisfactory. Compared to the results by Ghosh et al.
(2005, Table 1), our results are much better except for the
two settings: ðnH; nDÞ ¼ ð15; 15Þ and (20, 10) with small
change when # ¼ 0:5. Compared to those results of Ma and
Huang (2005, Table 1), one can also find that MIA achieves
lower misclassification rate except for the four settings:
ðnH; nDÞ ¼ ð15; 15Þ and (20, 10) with small change when # ¼
0:05 and 0.5. These results indicate that MIA is a good
alternative for variable selection of high dimensional data.

We have also tested the computational cost of MIA and
got positive results. Detailed information can be found in
the supplementary materials (TimeCost.pdf, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TCBB.2011.36). Also,
it is shown that MIA is, to some degree, robust to noisy
variables (data not shown).

3.2 Colon Data and Estrogenc Data

3.2.1 Data Description

The original colon data set contains the expression profiles of
6,500 human genes measured on 40 tumor and 22 normal
colon tissues by applying the Affymetrix gene chip technol-
ogy. A subset of 2,000 genes with the highest minimal
intensity across the samples have been screened out by Alon
et al. [29] and are also made publicly available at http://
microarray.princeton.edu/oncology/. The estrogen data set
was first reported byWest et al. [30] (2001) and by Spang et al.
[31]. It consists of the expression values of 7,129 genes
measured on 49 breast tumor samples. Of these samples,
25 samples are LN positive and the remaining 24 ones are
LN negative. The raw data are publicly available at http://
mgm.duke.edu/genome/dna_micro/work/. Before gene
selection and classifier building, the data were pretreated
using the samemethods as described byMa andHuang [10],
resulting in 3,333 genes for further analysis.

3.2.2 Tuning Parameter Selection and Model Validation

As discussed in Section 2, there are a total of three tuning
parameters in the MIA algorithm. They are C, the
penalizing factor of SVM, Q, the number of sampled
variables for drawing subdata set and N , the number of
Monte Carlo samplings. For both data sets, C was chosen
by cross validation. Concerning the choice of Q, we
examined the reproducibility of the identified informative
variables by MIA and the corresponding prediction errors
with Q set to 20, 50, 100, and 200, respectively. The results
for both data sets are shown in the supplementary material
(see Table S1 and Qcompare.pdf, which can be found on
the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TCBB.2011.36). For both
data sets Q equal to 200 was found to give low prediction
error and standard deviation. As for the number of Monte
Carlo samplings, the larger N should give better results
but at higher computational cost. Considering the compu-
tational cost and also the reproducibility (see Table S1,
which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TCBB.2011.36), we choose N ¼ 10;000 in the present work.
Before running MIA, each gene was standardized to zero
mean and unit variance across all the samples. Since the
number of samples was small, the leave-one-out cross
validation (LOOCV) based classification error was used to
validate the performance of the selected genes. This is in
line with established procedures in the literature [3], [32].
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TABLE 1
Simulation Study: Means of Classification Error (with Their Standard Errors in Parentheses Computed by

Running MIA on 200 Randomly Produced Data Sets for Each Setting)(



3.2.3 Results and Discussion
For the colon data, 1,219 out of the 2,000 genes were
identified as uninformative genes which decrease the
margin of SVM classifiers. After removing these genes, the
nonparametric Mann-Whitney U test is applied to test
whether the remained 781 genes could significantly increase
the margin of the SVM classifiers, leading to a p value
associated with each gene. In all, 217 out of the 781 genes
were found to be informative with p ) 0:05. Further, in order
to control the family-wise error rate (FWER), the Holm-
Bonferroni method was utilized to perform multiple testing
correction, resulting in 108 significant genes (p ) 0:05). All
the 217 informative genes together with the p values and
corrected p values are listed in Table S2 in the supplemen-
tary materials, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TCBB.2011.36. By using the same procedure, we
identified 334 informative genes for estrogen data, among
which 108 genes are significant (p ) 0:05) after multiple
testing correction. The p values as well as the corrected p
values are presented in Table S3 in the supplementary
materials, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TCBB.2011.36.

As described before, themargin distribution is the basis of
MIA for variable selection. Therefore, themargindistribution
of an informative gene aswell as that of an uninformative one
for both data sets are presented here. For colon data, they are
shown in Plots A (Gene ID ¼ 1;482; p ¼ 5:64' 10!181) and B
(GeneID ¼ 1;781) in Fig. 3, respectively. It is clear that the
margin distribution when including the 1,482th gene is right
shifted. Thismeans that this gene has the potential to increase
the margin of SVM classifiers and can hence improve the
generalization performance if included in an SVMmodel. By

contrast, the 1,781th gene decreases themargin and therefore
should be removed from the model. For estrogen data, the
margin distribution of an informative gene and an unin-
formative one is shown in Plots C (Gene ID ¼ 132; p ¼ 2:19 '
10!85) and D (Gene ID ¼ 1;984) in Fig. 3, respectively. By
comparison, it could be observed that the 132th gene can
significantly increase the margin of SVM classifiers, whereas
the 1,984th gene can only decrease the margin. The above
analysis indicates that informative genes can be statistically
identified by testing the difference of the interesting para-
meter, i.e., margin for SVM, when a gene is included or
excluded in a model.

To build a classification model for cancer prediction, a
subset of genes should be first identified. Here, we first rank
the genes (DMEAN > 0) using the p value. For colon data,
nine different gene sets are investigated here. The numbers
of the nine gene sets are 10, 25, 50, 75, 100, 200, 500, 1,000,
and 2,000, respectively. For estrogen data, 13 different gene
sets are considered, of which the numbers of genes are 10,
25, 50, 75, 100, 200, 500, 750, 1,000, 1,500, 2,000, 2,500, and
3,333. Note that the prediction error of the established SVM
classifiers could not be exactly reproduced due to the
embedded Monte Carlo strategy of MIA. Therefore, we
investigated the variation of the classification error in
dependence of the number of genes by running MIA
procedure on both data sets 20 times. The top five ranked
genes of colon and estrogen data are listed in Table 2,
respectively. The mean LOOCV errors as well as the
standard deviations on colon and estrogen data are shown
in. Figs. 4a and 4b, respectively. From Fig. 4c, it can be
found that both the mean LOOCV errors and the standard
deviation first gradually decrease and then achieve the
minimum when 100 significant genes are included. For the
estrogen data, it is clear that after including 100 genes, both
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Fig. 3. The illustration of both informative and uninformative genes by means of the proposed margin distribution. Plots A and C show the margin
distribution of two informative genes for colon and estrogen data, respectively. By contrast, Plots B and D show the margin distribution of
two uninformative genes for colon and estrogen data, respectively.



mean errors and the standard deviations do not change

significantly and achieve the minimum at 500 genes. For

both data, the results after gene selection are obviously

improved compared to that using all genes, indicating that

gene selection is very necessary for improving the predic-

tion ability and the identified informative genes by MIA are

actually predictive.

For comparison, the results on both data sets from MIA
together with those reported in the literature are listed in
Table 3. For the colon data, the minimal classification error
fromDettling and Buhlmann [33] was 14.52 percent by using
LogitBoost. In Nguyen and Rocke’s work [3], the lowest
error achieved was 6.45 percent by using PLS-LD. Sigmoid
maximum rank correlation (SMRC) was utilized by Huang
and Ma, leading to the mean classification error 14 percent
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Fig. 4. The mean leave-one-out cross validated classification error as well as the standard deviations of 20 runs of MIA. A: colon data. B: estrogen

data.

TABLE 2
The Top Ranked Five Genes for Colon and Estrogen Data



with a standard deviation 7 percent. By using support vector
machines, Furey et al. [32] misclassified six samples,
resulting in a LOOCV error 9.68 percent. Besides, we have
also encoded two variable selection methods: recursive
feature selection [17] and sequential forward selection (SFS)-
motivated method [18] and performed variable selection on
colon data. The LOOCV errors for different numbers of
genes are also listed in Table 3. By comparison, it could be
found that the proposed MIA is very competitive in gene
selection for predicting the colon cancer. For estrogen data,
the reported results in the literature are collected in Table 3.
The results by using RFE as well as the SFS-motivated
method at different number of genes are also presented. On
the whole, it might be concluded that MIA is a good
alternative for gene selection and the MIA-based SVM
classifier is very predictive of the clinical outcome.

4 CONCLUSIONS

Based on model population analysis, a new method, margin
influence analysis, is proposed to specifically conduct
variable selection for support vector machines. With the aid
of a “population” of SVM classifiers, MIA has the potential to
identify informative variables by statistically analyzing the
distribution of margin associated with each gene with the
help of Mann-Whitney U test. In this way, one can

distinguish the informative variables from the uninformative
genes in an easy and elegant manner. Using two publicly
available cancerous microarray data sets, it is demonstrated
that MIA typically selects a small number of margin-
influencing genes and achieves competitive classification
accuracy compared to that in the reported literature. The
distinguished features and outstanding performance should
make MIA a good alternative for gene selection of high
dimensionalmicroarray data using support vectormachines.
It’s expected that MIA will find more applications in other
fields, such as proteomics and metabolomics.
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